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Semantic web technologies and their standards are becoming productive assets for
software development and integration on various design and implementation levels.
These include OSI level 6 data representation, database and file storage formats, etc.
They are also smoothly combined with the development and data analysis tools, giving
rise to an environment for integrating distributed applications on a semantic level.

This paper presents a view on the technologies as data representation for software
development tools based on model analysis, and transformation, examples are provided.
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Introduction

Since 2001 [1], the semantic web (SW) technologies have become actively used in describing
software domains, representing semantic relations between objects. First-order knowledge
theories are constructed for some domains based on the SW description, but in the practical
aspect of the SW utilization, the solving data representation problems and software inte-
gration aspects prevail. Some tools for automation of conceptual model design and model
conversion were proposed [2]. The research at present includes developing applications, im-
proving and standardizing vocabularies (conceptual domain models).

Unification of routine tasks resulted in standard development techniques for storing and
processing data aggregated around the term “knowledge graph” (KG). These include data
representation formats, vocabulary standards, query languages, tools for accessing and man-
aging data in a KG. Software development techniques are mediated with properties of the
newly-created resources and their APIs (application programming interfaces). Many internet
resources provide standard ways of formalized domain data access using query endpoints.
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In Russia, domain model designers generally prefer to develop local vocabularies instead
of spending time for the routine work of internet surfing for existing conceptual models and
their enchasement. It is due to underdevelopment of the metadata resources (metavocab-
ularies) due to the lack of a domain classification system as compared, e.g., to universal
decimal classification (UDC) used in the bibliography. Vocabularies also can have common
parts, describing the same or similar entities with different terms and relations.

Unitizing standardized vocabularies (ontologies) in our projects allows us to compare
other research groups’ points of view to a problem with a formalized context and figure
out underestimated and not fully formularized aspects of a domain under investigation or
automation. The vocabularies are similar to information sources as scientific papers but
have a concrete formal presentation of the information objects, allowing one to get rid of
particular uncertainties. Another advantage of standardization is constructing a common
ground of research, development, data formalization, and interchange formats and semantics.

This paper presents an author’s experience of SW and KG utilization in the development
of applications in a context of performance improvement of R&D. Three examples were
reviewed, showing good points of the technologies’ application.

1. Semantic web tools

Briefly, SW technologies from a developer point of view include the following assets:

e Global identification of the entities via URIL, IRI, URL ({universal, international} re-
source {identifier, locator}) are essentially the same notions but reflecting different
representation properties of an identified resource;

e Conceptual set-theoretic and category-theoretic data representation notation as rela-
tions between resources and literals represented <subject, predicate, object>;

e Triples used in a description of a domain form a corresponding semantic graph, condi-
tionally subdivided into terminological subgraph (T-Box) and instances (A-Box);

e Graph presentation formats and techniques are implemented in files, databases, mark-
ups of documents, a data flow between applicants;

e There are databases comprising the generic domain objects descriptions, which are
mostly A-Boxes (databases), for example, DBPedia.org, (formalized Wikipedia.org).

e For graphs being databases, query services are implemented to allow users to obtain
its data by portions, as well as implement modifications;

e API and libraries for processing files and documents with semantic data acquisition.

e Software for graph data processing to improve its structure or induct patterns;

e Validation and verification services allow one to explore consistency and completeness
of the conceptual domain models and their implementations in software.

Some of the assets form knowledge graph (KG) technological aspect of SW that gained
a particular interest within research in the last decade.

Each entity described in SW has its unique global IRI, its virtual or real internet ad-
dress. Document entities’ resource IRIs are formed accounting the document structure,
e.g., a hierarchy of contexts. Using IRIs in applications solves the fundamental problem of
cross-domain and cross-application object identification and forms a basis for a standardized
data processing environment. Entities of various abstract levels can be designated an IRI,
including vocabulary definitions (namespaces), data types, data containers (files, databases).

Triples are a combination of two or three IRIs (<subjectIRI, predicateIRI, object>).
Subject and predicate are always IRIs, whereas objects are either IRI (a reference to a re-
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source) or a literal. Literals are values of basic types (e. g., number, string, date, time) usually
accompanied with metadata (type designator or a language tag). Types are defined in a vo-
cabulary http://www.w3.org/2001/XMLSchema), having well-known namespace abbreviation
xs (hereafter, all well-known namespace names will be written with a bold monospace font).
A language tag defines string values attribute, affiliating them to a cultural context. It is
recognized with KG tools and utilized at presentation layers of the software.

Namespaces are convenient instruments in the triple definition. For example integer lit-
eral 427 "<http://www.w3.0rg/2001/XMLSchema#integer> is reduced to 42" "xs:integer,
where xs is namespace prefix of a vocabulary having term integer. Most KG representation
formats allow one to define a default namespace used without prefix. Almost any conceptual
model of a domain represented as KG comprises entities taken from multiple vocabularies,
and namespaces specify the origin of a term. Three-component tuple (triple) outside its KG
context sometimes added the fourth KG IRI component (quadruple).

Much research efforts since 2001 [1] were spent to develop SW data formats and their
coupling with document representation. The simplest way to provide a printed document
with semantic representation is by pointing the user’s software agent to an URL serving
the semantic data. However, this approach requires implementing two different procedures
for document generation and its metadata serving. That is why an RDFa (abbreviation of
resource description framework attribute language) has been developed. It allows developer
of XHTML (HTML structures with strict XML restrictions obeyed) documents to enrich
the document with its semantic layer. The semantic markup is represented with special
attributes and their values. The hierarchical structure of XHTML is a matrix layer for the
hierarchical structure of document entities’ semantic relations. XHTML/RDFa processing
libraries extract the layer. There are other formats having the same expression capabilities
as RDF but used for other purposes: N-triples, Turtle, Notation 3, JSON-LD. The last is
an efficient way of coupling SW and various generic data storage, indexing, and processing
services.

Among published global vocabularies, DBPedia has the highest value for our projects. It
is used for a concrete object or notion of physical world reference, e.g. the term “passport”
in documents authoring [3], naming (labelling) referenced objects in a user interface with
corresponding words in natural language. Another useful resource is WordNet converted in
RDF triples. It describes the semantics of English words and their various mutual relations.

Program agents’ access to the global resources is standardized as well. Serious vocabulary
providers have an API endpoint of the form http[s] : //<address>/sparql (for example, see
DBpedia access point at the URL https://dbpedia.org/sparql) supporting direct GET-
queries returning a user form, and SPARQL POST query with answering JSON encoded tabular
result. The form is used to interactively test SPARQL queries before their incorporation in
software agents. All SPARQL endpoints support federated queries, i. e. run subqueries on other
servers. For a personal user KG storage, a number of servers were developed, e. g., GraphDB,
Jena Fuseki, ClioPatria. Each has its extension engines. ClioPatria is extended with
Prolog modules and allows one to implement KG processing on a server.

A formalized representation of a domain provided by SW techniques is the basis of au-
tomatic inference construction, thus modelling, e.g., problem-solving, resulting in decision
synthesis, theorem proving, domain verification. The inference is implemented in various
ways. All of them belong either to semantic ones, usually implemented as solving a corre-
sponding CSP (constraint satisfaction problem), or syntax-driven procedures that mediate
the previous structures and infer one of the specific properties (automatic theorem proving),


http://www.w3.org/2001/XMLSchema
https://dbpedia.org/sparql

4 E. A. Cherkashin

modifying a KG. Theoretic research is being carried on classification of vocabularies by the
complexity of verification and development software implementing it for these classes.

Our interest is synthesizing (logically inferring) new objects using logic programming (LP)
from domain models represented as KGs. LP allows a developer to combine KG processing
with other inferences in the same programming paradigm. SWI-Prolog programming lan-
guage environment and Logtalk extension is used for this purpose. SWI system has a library
for representing and processing KG, and Logtalk is used to implement transformations pro-
viding the inference. Object-oriented properties of Logtalk enable one to cope with generic
disadvantages of RDF with encapsulation, manipulate knowledge sets with object composi-
tion instruments such as extension, inheritance, and composition, and represent inference in
a generalized form of objects sending messages to each other.

In order to present the general architecture of application development, consider briefly
KG definitions and its useful properties. KGs changed the viewpoint to the knowledge base
as being a part of the whole totality of knowledge, implying the obeying the techniques of its
acquisition and processing [2]. The following statements outlines their definitions [2].

e Notions “data” and “knowledge” are converged into “something known”;

e KG contains data, knowledge and metadata in the form of resources and relations;

e The same KG is being filled in and processed by different independent modules, e. g.,
withing SPARQL queries with UPDATE statements;

KG fundamentals allow developer to postpone the definition of a data schema;
There are three points of view to graph schemata interpretation:

e semantic aimed at domain modelling describing generalization relations (classes);

e validating reflecting semantic verification, checking completeness with respect to

sets of predefined general relations;

e emergent observed or deduced from exploitation experience analysis as a set of

new generalized structures and refactoring of the KG.

In our projects, KG stores global data, knowledge, and models. It is due to general
considerations not to overfill it with secondary plane data, which of cause can form other
KG resources and be used in the federated queries. Such a way partially solves the main
technical problems of KG storage and query execution. Being a triple set, whole KGs are
usually stored in a computer RAM, and their structures expose no heuristic information for
query engines, which could be used for optimizations.

2. General architecture of application environment

With general constraints implied by KG based domain modelling, the design of application
modules are to be built on standardized data interchange formats, which are to be easily
converted from and to KG representation, as well as applications are to be constructed out
of service modules supporting SPARQL endpoints whenever possible.

A convenient approach of application construction is usage component architectures,
where subsystems in runtime are components providing interfaces using other components’
service available via corresponding interfaces. Zope component architecture (on-line book
is at https://muthukadan.net/docs/zca.html), Logtalk, React.js are used to implement
interfaces. Python allows to wrap whole subsystems, e.g., Elastic search, in imperative
paradigm, and Logtalk is chosen for the declarative counterpart. Inter-process component
communications is realized usually with HTTP protocol.
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Architecture of application instrumental environment as a set of components:
T-box — terminological box, KB — knowledge base, DB — database

Our research resulted in a set of components and a general application architecture
showed in Figure. The kernel module of applications is a KG server (B2) built on the base
of ClioPatria |4] with web-server and Pengines plug-ins. ClioPatria is a web-application
implemented in SWI-Prolog being ISO-compliant Prolog implementation. KG functions are
implemented with SW package, supplied in standard SWI-Prolog distribution. Pengines
service enables SW web-applications to utilize logical inference on the server-side [5] with
browser JavaScript environment integration. Pengine’s knowledge base is extended with
the programmer’s Prolog modules. Kernel module stores a common global part of A- and
T-boxes of applications, i.e., it is an application database. Other modules provide an appli-
cation (C3).

Authoring tool (B1) is used to provide document generation, and integration [3]. This
tool enables document content and structure inference in the browser utilizing templates and
data from other web pages and websites providing LOD (linked open data) [6] capabilities.
Programmer implements a view of an object as a web page with an extended version of
RDFa. The page is generated within any programming runtime, e.g. PHP. The authoring
tool engine collects web page chunks and composes the document as an XHTML page. This
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composed page can be stored in a KG as a set of triples and indexed in the text indexing
module (C1), printed with the browser’s printing engine, or converted to PDF. The tool
allows the user to change document content in the WYSIWYG mode, its general structure
is controlled by templates.

Text indexing engine (C1) provides a service for storing documents represented as KG
triples, JSONs, and BLOBS of any format with corresponding text layers. This module
has two implementations. One is built on the Sphinx Search engine, and the second is
Elasticsearch. Elasticsearch supports JSON as the only document format and is easily
integrated with KG using JSON-LD for triple representation. Sphinx Search is much faster
in text and database records indexing and consumes less RAM as it is implemented in C++.
The choice of an engine depends on the primary document representation.

BLOB stored documents having no markup (PDFs, scanned documents) usually contain
valuable data to be revealed for application use. The documents could be report data or
scientific paper content, or raster images. Recognition is implemented in the PDF/text
document processing module (C2), where workers query the text indexing module for BLOB
documents and add recognized text and high-order structure layers. All obtained layers are
stored in the database of C1, and generally useful data are converted in triples of KG.

A generalized KG processing is being executed in the KB processing module (B3). This
component denotes a set of rules used to implement the validating and emergent semantics
and analysis and synthesis of the new data, including resultant output. Module A2 is the
source of model data (design of domains, UML, problem statement, etc.), which is converted
and form the T-box of KG. The conversion is a kind of model-driven architecture (MDA)
implementation. Transformation is carried out under the control of the platform model,
describing a context of the conversion. For example, in the case of software source code
synthesis, the software platform model is used to implement model objects.

The metadata processing module (A1) denotes the environment capabilities for expressing
the semantics out of the data processing modules’ output and the input data semantics. It
allows us to store resultant data in KG for further usage in module (B3) for problem-solving
and decision-making. Module A3 denote external services and KG with valuable resources.

3. Implementation examples

In this section, three examples of application implementation are being presented. The
first example is an MDA application in synthesizing a next-generation sequencing (NGS)
investigation environment. After the invention of methods of NGS and their introduction in
the practice of biological systems research, a new direction of molecular genetics is formed,
which is referred to as metagenomics. The method allows biologists to describe many new
groups of organisms at all taxonomic levels.

3.1. Next-generation sequencing

The aim of this research [3,|7] is to develop software support of the processes of NGS analysis
with techniques and software for a visual representation of the computational process for so-
called amplicon analysis so that domain specialists would be able to compose computational
pipelines, which are executed on distributed heterogeneous computing resources (clouds).
Later, the visual models will be used to organize the computational process, data storage,
and particular NGS data retrieval services.
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The tools are based on dataflow representation of various stages of NGS standard opera-
tion procedures (SOPs) formed out of individual operations of Mothur library in Rapidminer
studio Java application. To reflect Mothur’s operations, we implemented source code analysis
and transformation software. The C++ sources were analyzed by a Python syntax analyzer
based on regular expressions and a top-level algorithm, generating a TTL source of KG rep-
resenting Mothur modules’ interfaces. That was a computation-independent model (CIM)
in the implemented MDA. CIM transformed into the platform-independent model (PIM),
represented Mothur’s modules as dataflow modules, mainly differencing parameters to in-
put/output dataflow ports and parameters. The platform-specific model (PSM), i. e., models
of Java sources of the dataflow blocks, was constructed, in turn, from PSM.

All transformations were carried out with an object-oriented (OO) Logtalk programming
environment representing modules that logically infer new data descriptions of the target
objects. Thanks to OO, the transformation has two levels of abstraction in its representation.
The higher one is a network of objects sending messages via their interfaces. At the lower
one is analyzing and synthesizing rules, generating new conclusions on object properties.

The PSM objects must have an order in their description as they represent a model of
source code to be generated. The order is organized with blocks of asserted statement
and subobjects sequences referencing KG elements. Blocks can be appended and pretended
with new elements. At the rendering sources stage, the three blocks are traversed in-depth.
This approach leverages the known 1lvmlite source code generation. This example of
the application of KG utilizes strongly the property of data representation flexibility for
description of the software object model data as well as one central point of data store
and access. The disadvantageous properties of RDF, namely, the weak expressiveness with
triples, was neglected by Prolog predicate and Logtalk object encapsulation.

3.2. Education document authoring

This project [8] is aimed at the construction of an environment for document authoring out
of user-editable template elements, database query results, LOD-compliant web pages, and
other kind of a document content. The target document is a web page where content is
inferred while loaded by the browser.

All document elements are either context structures or templates filled with other el-
ements. A context is an RDF hierarchical representation of a document data structure,
providing data to be filled in a current rendered template. The document is rendered from
its main template. All elements are SW resources. Templates can contain JavaScript sub-
routines for implementing special services, for example, table of contents out of CSS class
labelled HTML headers of the generated document.

All elements are stored in a KG as triples and as LOD-compliant web pages, and according
to SW considerations, all of them form a distributed KG. Data access differentiation by
security model is implemented programmatically as the web pages disallow access to the
restricted information. SW has special predicates for describing locations of a private data
sub-KG in the open part. A namespace taa was added to define a markup interpreted
as XHTML tree manipulation in the image and likeliness of open-source ZPT (zope page
template).

For document markup (document data representation), the following vocabularies are
used:
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friend-of-a-friend (foaf), agent information: individuals, legal entities, program agents;
provenance (prov), references between documents, data origins, proofs, etc.;

Dublin Core (dc), web page annotation mark up;

DBPedia resource (dbr), references to instant objects and classes;

Schema.org (schema), Google, Yandex, Yahoo, etc. searchable objects, structural
elements;

e the bibliographic ontology (bibo), literature reference mark up.

The general logical structure (sections, subsections, etc.) are represented with open
annotation (oa) vocabulary originally used for annotation of already existing content. The
generated document conversion into PDF and other formats is carried out under the control
of oa. HTML5 default tag structures are used for visual sectioning and style definition. The
oa vocabulary is also used to define parts of a document, which allow interactive editing
after the document has been rendered. The obtained changes are fixed in a commit as new
resources, and the containing document obtains new IRI fixing all the set of resource changes.

3.3. Web GIS on the base of a knowledge graph

Project [9] devoted to investigating capabilities of SW and KG technologies in representation
spatially distributed data (geographical information system, GIS-data). The fault data [9]
are chosen as a subject for representation and publishing in this investigation. In geology,
researchers accumulate data obtained after event observations, e. g., earthquakes, landslides,
by analyzing remote sensing data and results of field works. The obtained data are processed
and interpreted, setting new attributes to a fault or refinement of their values. According
to the geological research techniques, additional information is associated with attributes,
clarifying their values. Such clarification comprises precision characteristics, measurement
conditions, reliability assessment, paper references, and published fault data.

GIS represents spatial data in semantic-defined layers. For each object of a GIS layer, one
can associate a set of attribute values of auxiliary data. The attribute set is the same for each
object of the layer, regardless wether the attribute’s value is defined or not. Empty values
are represented as “null”s. In the case of geological exploration, when many attributes are
undefined, this approach leads to sparsely filled tables. In this case, structure modification
and data analysis algorithms are required to utilize additional data checking stages when
using standard relation operations (select, update, delete).

Web publication applications, like information systems, implement filtering functions,
differentiating the value attributes and their metadata. Screen widgets label names either
defined in application configuration or figured out from the attribute names. Lack of vo-
cabulary formal domain definition forces developers to spend more effort on user interface
implementation.

In this project, we constructed a web application using contemporary web and SW tech-
nologies for rendering a fault map, in which visual content is controlled by data filters
implemented as SPARQL queries to KG representing fault data. For this purpose, data con-
version from the tabular form to KG was carried out, a CliopPatria server for data storage
was installed, and data viewers for the triple sets for a typical subject (a fault) have been
implemented.

The proposed technology and software allow one to construct web GIS systems for re-
search communities, as they support constant data accumulation, aggregation, and analysis
thanks to the properties of KG data storage and processing.
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Conclusion

Standardized forms of basic concepts of data representation and processing in semantic
web research were considered in this paper. Special attention has been paid to reviewing
knowledge graph data storage and processing in the scientific data processing software.

We did not consider analogous R&D as it was already reviewed in the corresponding pub-
lications. Another point of our R&D is improving existing technologies, data, and software
with our tools, such as MDA. We present a review of obtained SW and KG technologies
application experience. The main one is the powerful application integration capabilities,
where all the set of implemented software forms a distributed environment of data process-
ing. The main requirement is that the data representation at storage services and in the
protocol implementations should obey SW and KG standards.

The main advantages of these technologies for the software developer are semantic markup
and generic properties of KG, especially a possibility to postpone formal data structure
definition as such declarative set-based data can be processed with a rule-based inference
engine. Scientific community results in domain description in standardized vocabularies
(ontologies), user communities aggregating and formalizing data on real-world objects form
a productive background for problem space description and, in its turn, a common basis
for application integration, which results in a cumulative effect of aggregation of developed
software in a complex distributed data processing system and environments.

Further development of the technologies includes the following directions of great inter-
est:

e Fibered representation of KG to support consistency and completeness check by re-

flecting A-Box entities and their relations to template domain models.

e Investigate expressive capabilities of Logtalk programming language as an instrument

of knowledge (rules) representation for KG processing modules.

¢ Adding extended document analysis services [10] to the environment (Section [2]), which

are developed in our research group.

e Improve integration techniques with metamodel presentation of the execution environ-

ment.
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sgmsarmn. K HUM OTHOCSTCS NpeicTaBieHne JanHbix mectoro yposas OS], ¢popmarsl xpatnenust 6a3


http://ceur-ws.org/Vol-2858/paper2.pdf
http://ceur-ws.org/Vol-2984/paper8.pdf
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MaHHBIX U (PANIOB, NCXOIHBIE JAHHBIE /I TEKCTOBBIX WHIEKCOB, Pa3paboTKa JOKYMEHTOB, MEXaH!3-
MBI THIIEPTEKCTOBOH pa3MeTKH, MpeIcTaBlIeHne I abCTpaKTHLIX [IPOrPaMMHBIX MoJeseld, u T. 1.
OHu TakKe OPTaHUTHO COUETAIOTCS CO CPEJICTBAMH Pa3pabOTKU U aHAIM3a JAHHBIX, CO3IABasT CPEIY
ILJIsT HHTErPAIli PacIpeleeHHLIX IPUIOKEHHN Ha CeMaHTHIeCKOM YPOBHE.

Karoueswvie crosa: rpad 3nanunii, cemanrudeckuii seb, npeobpazopanue mogeneit, MDA, o6 bekTHO-
OpHEHTHPOBAHHOE JIOTHIEeCKOe IIPorpaMMupoBanne, seb-upuioxkenne, ['MC.

Humuposanue: Yepkamun E.A. Texnosioruu cemanrudeckoro seda B pa3paboTKe U UHTEIPaLuu
npusoxkennii. Berancanreasabie Texnonornu. 2023; 28(1):81-91. DOI:10.25743 /1CT.2023.28.1.009.
(Ha aHIHIICKOM)

BaaromaprocTu. Pesynbrarhl mosydyenbl B paMKax rocsagannsg Munobprayku Poccun mo mpo-
exkty Nt FWEW-2021-0005 “Metonpr n Texmoaorumn 06/Ia4HO CEPBUC-OPUEHTUPOBAHHON T POBOii
mwratdopMbl cbopa, XpaHeHus U 00paboTKu GOJBIINX 00BEMOB Pa3HOMOPMATHBIX MEXKIUCIIUTLIN-
HapPHBIX JaHHBIX U 3HaHHI71, OCHOBAHHBIC Ha MPUMEHEHUN MCKYCCTBEHHOI'O MHTEJLICKTaA, MOJE/IHHO-
YIPABJISIEMOTO TOIX01a U MamHHOTO 0bydenust” (Ne roc. perucrpanum: 121030500071-2).

PezynbraTh! mMoIyYeHbI ¢ UCIIOIB30BAHNEM CETEBOH MHMPACTPYKTYPHI TeIeKOMMYHUKAITMOHHOTO
IIEHTPa KOJUIEKTHBHOTO IMOJb30BaHust «HTerpupoBannas nHGOPMAIMOHHO-BBIYUC/IUTEbHAS CETh
UpkyTckoro vay4ano-06pa3oBaTebHOrO Komiiekcay (http://net.icc.ru).


http://net.icc.ru
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