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Qualitative study problems of trajectories behaviour for singular Boolean networks
functioning on a finite time interval are solved using the method of Boolean constraints.
In the form of Boolean constraints, models are built for local dynamical properties, the
periodicity property of trajectories, and the property of the reachability of the tar-
get state set from the initial state set. Depending on the property, the verification
of Boolean models is reduced to the Boolean satisfiability problem or the problem of
verifying the truth of a quantified Boolean formula. Several examples demonstrate
the technology of qualitative analysis of dynamic properties in a microservice het-
erogeneous computing environment. The applied software modules for constructing
a Boolean model of the dynamical property of singular Boolean networks and verifying
the feasibility of the model are implemented in the form of computational microser-
vices. The use of this approach provides independence, reproducibility, autonomy, and
scalability of modules. The developed microservices are integrated into the applied
microservices package. This package is intended for the qualitative study of binary
dynamic systems. The rights to launch microservices are delegated to the managing
agents of this package installed in the nodes of the distributed environment. The de-
veloped automation tools allow a specialist in automaton dynamics to formulate the
problem statement on a computational model of the subject area in meaningful terms.
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Introduction

Singular Boolean networks — singular binary dynamical systems (BDS) — are

a new class

of mathematical objects, similar in a certain sense to algebraic-differential systems. The
systematic study of algebraic-differential systems was begun by several mathematicians in
the USSR [1] and the USA [2] independently from each other. Later, centers for the study of

algebraic-differential systems were opened in other countries, for example, in G

ermany [3].

During the construction of Boolean models of some biological and social networks, a situation
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arises when additional static algebraic constraints are imposed on the states of the equations
of network dynamics [4].

A new class of mathematical models is emerging, which are interested both from a the-
oretical and practical point of view. These models are called singular Boolean networks.
Other terms are also used in the literature: dynamic-algebraic networks, difference-algebraic
networks, singular networks, degenerate networks. Chinese scientists [5-14], using the semi-
tensor product method [15] as their primary research tool, actively study various properties
of singular Boolean networks. The paper [16] notes the usefulness of this method in the the-
oretical study of the dynamic properties of Boolean networks and also points out its main
drawback, which is the need to operate with 2" x 2" dimension matrices when using this
method (n is the Boolean system state dimension).

A new method developed by authors for the qualitative analysis of the dynamic properties
of BDS (the Boolean constraints method) and its application to autonomous systems is
considered in [17]. Let us list the main provisions of this method:

e The formalization of definitions of dynamic properties in the language of predicate
logic. The use of bounded quantifiers of existence and universality. The use of bounded
quantifiers provides a dynamical property specification language familiar to the dynam-
ics specialist.

e The conversion of the logical formula of the dynamical property to a form that takes
into account the equations of the BDS dynamics.

e The elimination of bounded quantifiers and obtaining a property formula in the applied
predicate logic with unbounded quantifiers.

As the result of the sequential execution of these three stages, we get a model of the
dynamical property as a Boolean constraint (Boolean equation or quantified Boolean for-
mula). Verifying the satisfiability of a BDS property is reduced to the problem of feasibility
of a Boolean constraint using modern SAT [18] and QSAT [19] solvers. Since there is a sig-
nificant increase in the performance of specialized algorithms for solving SAT and QSAT
problems now (due to the usage of efficient heuristics and deep parallelization of the compu-
tational process), the total variables count in the dynamical property model can be measured
in thousands.

The Boolean constraint method is a sufficiently general method for the qualitative anal-
ysis of BDS in a finite time interval. It applies not only to autonomous systems but also
to various other classes of binary dynamic models. The objective of this work is to use this
method for a qualitative study of the trajectories behaviour of singular BDS.

The presentation of the research materials is organized as follows. Section (1| presents
a mathematical model of a singular Boolean network, gives a typification of its states, gives
a definition of a solution to a singular network for a given initial state, presents a condition for
the absence of deadlocks in the form of a quantified Boolean formula, writes out equivalent
Boolean network equations for one-step and multi-step transitions. Section[2]is devoted to the
study of local dynamic properties. Section |3[discusses the periodicity property of trajectories.
Section [d]investigates the reachability property of the target set of states from the set of initial
ones. The implementation of the proposed method is described in Section [l In Section[6] the
technology of qualitative analysis of singular Boolean networks using the Boolean constraints
method is demonstrated in examples. In the conclusion section, we summarize the study
results, and directions of its further development are indicated concerning the problems of
singular networks control.
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1. Mathematical model of a singular BDS

Let us consider a Boolean network whose dynamics are described by the following system of
equations:

Xt+1 — F(Xt, Zt), (1)
H(x',z") =0, (2)

where t € T = {0,1,2,...,k} is discrete time, x € B™ is the state vector, B = {0, 1},
z € B is the vector of auxiliary variables, F(x,z), H(x,z) are the vector functions of the
Boolean algebra, called the transition function and the constraint function, respectively (F :
B" x B! — B", H: B" x B = B). Equation (1)) specifies the dynamics of BDS transitions
from one state to another. Equation defines the constraints on such transitions. Let
x* € B™ be some BDS state. Depending on the number of solutions to the equation

H(x",z) =0 (3)

concerning the unknown vector of auxiliary variables z, three different situations are possible
with the state x*:

o If Eq. has a unique solution, the state x* is called deterministic (the state x* has

one Successor).

e If Eq. has several solutions, the state x* is called a branching state (the state x*

has several successors; their number is equal to the number of solutions to Eq. )

e If Eq. (3] has no solutions, the state x* is called a deadlock (state x* has no successors).

Let x° = x(t)],—0 be some given initial state of the Eq. . Let us denote x(¢,x") through
a sequence of states (x°,x!,...,x*). Such a sequence is called a solution to system ,
on the time interval T, if for any x’ there is a value z, such that each pair of adjacent states
x!, x"T (¢ =0,1,2,--- ,k+ 1) satisfies the Eq. (). The solution x(¢,x") determines a path
of length £ in the transition graph of the system , . Such a path is called a trajectory
in the state space B™.

As follows from the definition of a solution to system , , the trajectory x(t,z%) does
not contain deadlock states. If the system , has branching states, then its behaviour
for the general case is non-deterministic. So to some initial states x° € B™, a set of solutions
X (t,x°) called a funnel of trajectories can correspond. Thus, in contrast to the classical
Boolean network, the solution x(¢,x") may not be unique. This fact must be taken into
account for the formulation of dynamical properties of a singular Boolean network using the
Boolean constraints method, which we use for qualitative analysis of such networks.

The condition for the presence of deadlock states in the system , is written in the
form of the following quantified Boolean formula (QBF):

(3x € B")(Vz € BYH(x, z). (4)

If the Boolean formula is true, then at least one deadlock state x* exists. Otherwise,
there are no deadlock states. For small-scale problems, verification of the truth of the
formula (4)) is performed using the QSAT solver DepQBF [20] with the “issue a certificate”
option set [21]. The certificate, in our case, is the deadlock state x*. For calculating the

next deadlock state (if it exists), a clause \/ X} is added to the final formula H(x,z). This

=1
clause corresponds to the constraint that excludes the repeated finding of the deadlock



The Boolean constraint method application . . . 51

state x*. The DepQBF solver is launched with updated final formula. For problems of large
dimensions, a similar parallel solver Hpc2qall-v2 has been developed, with the help of which,
if the formula is TRUE, a constructive solution is also found. This solver is a modified
version of the previously developed solver Hpcgsat [22].

According to the Boolean constraints method [17], we represent the system , as
one equivalent Boolean equation. For k£ = 0 (only one-step transitions are considered), this
equation has the form:

L(x°, x', z°%) = \/(XZ1 o Fi(x%2°%) vHEX, 2" =0, (5)

=1

where x} is i-th component of vector x', @ is the modulo-2 addition operation, F* is i-th

component of vector F. The solutions of this equation define a loaded directed graph (phase
portrait) consisting of 2" vertices corresponding to the states of the set B". The vertices x°
and x! of the graph are connected by an arc labelled by the value of the vector z C B! and
directed from the state x° to the state x'. Let us call the state x! the successor of the state
xY, and x° — the predecessor of the state x!.

For k-step transitions (k > 1) the Eq. has the following form:

k
Op(x¥,x', .. xF 202 2 = \/ L(x'7' x' z""1) = 0. (6)
t=1

Solutions of Eq. @ determine the entire set of trajectories of length % in the phase space of

the system , .

2. Local dynamical properties

Equation ({5 allows studying the local dynamic properties of each state from B™, such as the
presence of immediate predecessors and successors of the state, the presence of equilibrium
states, and the possibility of transition from one state to another in one step. All these
properties are determined by setting constraints on the initial state x° and the following
state x! in the Boolean Eq. . When solving these problems, the vector of auxiliary
variables z is assumed unknown and is determined based on the imposed restrictions on x°
and x!. All immediate predecessors x° of the state x! = c are found by solving the Boolean
equation

L(x",x',2°%)|q_c =0 (7)
and all immediate successors x!' of any state x° = ¢ are found by solving the Boolean
equation

L(x%,x",2%)|x0—c = 0. (8)

The state x° is called an equilibrium state if the condition x' = x°. All equilibrium states
(if they exist) are determined by solutions of the Boolean equation

L(x",x", 2°%)|x1—x0 = 0. 9)

concerning unknown variables x°, z°. To study the equilibrium state isolation, equati-

ons , should be used.
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Eq. (5) allows determining the possibility of a one-step transition from the state x° = ¢

to the state x! = ¢! by solving the Boolean equation

L(x°, x", 2| 0_c0 = 0. (10)
xl=cl
concerning the unknown vector of auxiliary variables z°.
It should be noted that the calculated value of the vector z° in equations f is the
condition for the solvability of these equations concerning the corresponding state vectors.
Eq @ allows studying the following properties of multistep trajectories of length k (k > 1):

e The periodicity of trajectories.
e Various properties of the reachability type of the target set X* C B™ by trajectories
with initial states from the set X° C B" on the time interval T

3. Periodicity property of trajectories

The trajectory x°, xt, ..., x* (k > 2) is called a periodic trajectory of length k (or a cycle

of length k) if the states x°, x!, ..., x*~! are different from each other and x* = x°. In
a singular Boolean network, cyclic sequences of length k (if they exist) are solutions of the

Boolean equation

0 L1 k0 1 k—1 0 1 k—1
Op(x,x",...,x",2,2,...,2 VR(x",x,...,x" ) =0, (11)
xk —=x0
where
n
0 1 k—1\ __ Oq _ Og _ O q -0 —q
R(x",x",...,x"7") = \/ /\yi =0 (y,'=x; Ax]VX, \X})
1<g<k—1 =1
k mod ¢g=0

is the condition for a pairwise distinction of the set of states C' of a cycle of length k. In
Eq. , in contrast to the usual (classical) network, the vector of auxiliary variables z
participates in the formation of the cycle, the value of which depends on the current state of
this cycle. Thereby, the definition and conditions for the isolation of the cycle are changed
as follows. The cycle is called isolated if none of its states has predecessors and successors
belonging to set C'. For the classic network, no successors are required. Let the states of set
C' be determined by the solutions of the Boolean equation G¢(s) = 0. Then it is not difficult
to show that the condition for the isolation of the cycle of a singular network is the absence
of solutions for the following Boolean equations

GY(s) V L(x°, x", 2%) = VGE(x°) = 0, GY(s) V L(x°,x",2%)|xo=s V G¢(x') = 0. (12)

Solutions to Eq. (if they exist) define cycle states that have predecessors or successors
that do not belong to the set C.

4. Reachability property

An important property that is usually of interest to a specialist in automatic dynamics is
the reachability property and its several variations [17]. Let X° and X* be the sets of initial
and target states determined using Boolean equations G°(x) = 0 and G*(x) = 0 (x € B").
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The main property of reachability of the set X* from the set X° is formulated as follows.
For any x° € X° there is at least one trajectory x(t,x°) from the funnel of trajectories
that reaches the target set X*. This definition of the reachability property differs from the
corresponding definition for classic networks [17], and this difference consists in taking into
account the non-uniqueness of the solution x(t,x?).

With the use of bounded quantifiers of existence and universality, the logical formula for
the reachability property of a singular network is:

(vx® € XO)(3t € T)(3x(t, x°))(x(t,x°) € X*). (13)

Taking into account the equation of dynamics @, we write formula in the form

0 1 ko0 1 k-1 -
(VX XX, 207z iGO(XO) VD (x0,xt L xk 20 2l 2k 1)>

(t:\k/1 G*(xt)) =0.

Similarly to [17], the truth of logical formula is equivalent to the absence of zeros for
the following Boolean equation

(14)

(GO(XO) v @k(XO,xl,...,xk,ZO,zl,...,zk—1)> v (t\k/lc‘:*(xt)) = 0. (15)

If the Eq. has at least one solution, the reachability property does not hold. This
solution provides a counterexample for the tested property and can help identify the cause
of this situation.

The definitions of other properties of the reachability type and their qualitative analysis
using the Boolean constraints method can be found in [17].

5. Method implementation

The proposed method is implemented based on the previously developed Applied Microser-
vices Package (AMP) [23]. The composition of AMP complexes for constructing a Boolean
model and solving problems of qualitative analysis of controlled BDS is extended with the
corresponding microservices for the qualitative analysis of singular Boolean networks. AMP
functionality, access to AMP, and data management are described in detail in [24}-26], re-
spectively.

A fragment of a computational model for qualitative analysis of singular networks is
shown in Fig. |1l This model is used for verifying the satisfiability of the considered dynamic
properties using the method of Boolean constraints.

The computational model (knowledge base, KB) is presented as a set of parameters of
the subject domain and functional relations between them. Each functional relation is im-
plemented by a software module that calculates the values of the output parameters of the
module using the given values of the input parameters. Applied software modules are im-
plemented in the form of computational microservices installed in the nodes of a distributed
computational environment. The microservice developer delegates rights on the microser-
vice launch to the AMP agent installed on the same node. The AMP agent performs the
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s A Y
Parameters Microservices
F - dynamics description BBMD - building BMD
H - static constraints BL - building L
n - dimension of the state vector BBME - building BME
/ - dimension of the auxiliary vector BBMOT - building BMOT
k - number of discrete time steps Bdk - building ®k
c0 - initial state BBMCk - building BMCk
el -goalstate; N BBMP - building BMP
L - constraints for one-step transition BBMS - buillding BMS
®k - constraints for k-step transition BBMCI - building BMCI

BMD - BM for searching deadlocks

BME - BM for searching equilisrium
states

BMOT - BM for one-step transition from
c0tocl

BMCk - BM for searching k-length cycle

BMCI - BM for verifying Cycle Isolation

BMP - BM for searching predecessors

BMS - BM for searching successors

BLES - building LES
BLC - building LC
VBMD - verifying BMD
VBMDS - verifying BMD
with all solutions
VBME - verifying BME
VBMOT - veritying BMOT
VBMCk - verifying BMCk
VBMP - verifying BMP

ES - equilibrium state 1y

C - k-length cycle VBMS - verifying BMS

D - deadlock VBMCI - verifying BMCI
LD - list of deadlocks 7
LES - list of equilibrium states

LC  -listof cycles <
FT - funnel of trajectories BM — Boolean Model

YD - deadlock are found

YE - equilibrium state is found O Parameter

[ ] Microservice
@ Composite service

—» Sending variants

YT - trajectory (solution) is found
YC - cycleis found

YNI - cycle is Non-Isolated

YP - predecessor is found

YS - successor is found

Fig. 1. Fragment of the computational model

launch of the microservice required for solving problem P on the model KB. The use of
a microservice-based approach provides independence, reproducibility, autonomy, scalability
of the modules of the developed application and their interaction using a lightweight messag-
ing mechanism and better isolation of failures. Thus, this approach creates independently
deployable microservice . As noted in , decentralized control and data management
allow microservices to be independent and avoid standardizing an application based on a sin-
gle technology. In the case of decentralized control, solving problem P includes the following
stages:
e Forming an active group of agents if the problem P is solvable on the KB.
e Excluding redundant parameters from the set Ay unrequired for calculating parameters
from the set By.
e Joint acting of the active group of agents for solving problem P by launching the
necessary computational microservices.

Interactions of agents are coordinated by the event control (by input data readiness) in all
stages of solving problem P.

The computational model allows formulating a problem from a given class by fixing
the known Ay and required By model parameters. A pair of sets P = (Ao, By) is called
a non-procedural problem statement (NPS) (meaningful request) on the KB model. There
are following examples of the formulation of problems on the KB fragment (Fig. for
qualitative analysis of singular Boolean networks:
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Fig. 2. Forming the NPS P in the web interface of the user agent

e Searching for equilibrium states: Py = (Ay = {F, H,n,l}, By = {LES}).

e Searching for cycles of the length k: P, = (A = {F, H,n,l,k}, By = {LC}).

e Searching for deadlocks: P3 = (Ag = {H,n,l}, By = {Y D, D}).
The NPS is formed in the web interface of the AMP manager-agent (Fig. [2)).

For verifying the feasibility of Boolean models, composite services are used (Fig. [1).
In these services, depending on the dimension of the model, sequential or parallel solvers
are launched. A parallel 2QBF solver Hpc2qall-v2 has been developed to check the truth
of 2QBF. This MPI-solver is focused on verifying the truth of the 2QBF of the form
Ix1,X9,...,X,V21,20,...,21p(X,2z), where ¢(x,z) is in conjunctive normal form. Unlike
the existing parallel 2QBF solvers, the Hpc2qall-v2 gives both the verifying result and all
sets of variables under the existential quantifier, leading to the SAT result (the formula value
is TRUE). The DepQBF solver is used as the base solver in child threads.

6. Examples

As an illustration of the proposed approach, let us consider four simple singular Boolean
networks, the dynamics of which are described by the following equations with the corre-
sponding Boolean constraints L for a one-step transition:
e Example 1
X =5,
<t = xt A,
(xtvzi) Axl =0,
L(x°x"2") =%l Ax) VX AV, AX)AZ) VX ARV
vxa Az VIARI VRO AZ) =0.
e Example 2
X = A,
=% vz,
Zi AXEAXEVE AR VL AR =0,
L(x°,x",2°) =X AXOAZ) VX AR VX AZIVREAR) VR AZ) Vg AR A Z)V

VES AXIAXIVZS ARV E) AR = 0.
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e Example 3

X = (x) V xp) Az,
(X vxbvz) A(xhvzl) =0,
L(x%x",2°) =X AXO VX AXOV Ry AX)AZ) VR AX)AZ)Vxy AR ARV

Vg AZOVRIAXS VXIAZI VR AZ) VR AZ) = 0.

e Example 4

Xt = (%1 Vx3) Az,
vz A vz v =0,
Lx%x',2°) =% A0V ARIVES AXIAZI VRS AXIAZ) Vg AR ARV

Vo ANZIVXIAXIANZI VRO AXI A ZY = 0.

For these examples, phase portraits (transition diagrams) are shown in Fig. . In this
figure, circles indicate the states of the dynamic part of the system . The arcs are marked
with the value of the variable z;, at which the corresponding transition is possible.

For each of the examples, when verifying QBF , a deadlock state (01) is found in the
first and third examples.

By solving Boolean equations f@, the following is established:

e In example 1, there are two branching states (10), (11), and one equilibrium state (10),

which remains at the value z; = 0.

e Example 2 belongs to the class of conventional classical networks.

e In example 3, there are two equilibrium states — (00) for the value z; = 0 and (11)

for the value z; = 1. The state (1,1) is isolated.

e In example 4, there is one branching state (10) and two equilibrium states — an isolated

state (11) for the value z; = 1 and a non-isolated state (00) for values z; = 0, z; = 1.

By solving Eq. (10]), the possibility of transition in one step from the state (10) to state
(00) is shown for z; = 0 in example 4.

By solving equations , , a single non-isolated cycle of length k = 3 is detected:
(00/0) = (10/1) = (11/0) = (00/0) in example 1 and (00/1) — (01/1) — (11/0) — (00/0)
in example 2. The non-isolated cycle (01/0) — (10/1) — (01/0) of length k = 2 is detected
in example 4. The value of z; required for the transition to the next state is given after the
symbol “/7.

-
Example 1

0

(0) (o)
0
0 %@
N\

N [~

/

Example 2

N

Example 3

N [

Example 4

Fig. 3. Phase portraits for examples 1-4
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By solving the Eq. (6]) for ¥ = 3 and the initial state ¢ = (01), the following funnel of
trajectories is found in example 4:

(01/0) — (10/1) — (01/0) — (10),
(01/0) — (10/0) — (00/0) — (00),
(01/0) — (10/0) — (00/1) — (00).

Verifying the truth of the logical formula (14) showed that in example 4, for k = 2, the
state (00) is reachable from the state (01) (Eq. has no solutions).

Conclusion

Based on the Boolean constraints method developed by the authors, a constructive solution
to the problems of a qualitative study of the dynamics of the trajectories behaviour of
singular Boolean networks on a finite time interval is obtained. Dynamical properties models
of these networks attract considerable attention in computational biology when analyzing
the behaviour of social and cellular networks. Taking into account algebraic constraints
leads (in comparison with classical networks) to a significant modification of the definitions
of dynamic properties, which are interesting for a specialist in the qualitative analysis of
binary dynamic models. Based on the logical properties specification and equations of the
system dynamics, the models of local dynamical properties, the periodicity properties of
trajectories, and properties of the reachability type are obtained in the form of Boolean
constraints. Depending on the property, the verification of Boolean models is reduced to the
Boolean satisfiability problem or the problem of verifying the truth of a quantified Boolean
formula. An advantage of the developed tools for the qualitative analysis of singular binary
dynamical systems is their orientation towards systems with a high dimension of the state
vector and a large interval of discrete time variation. The method implementation allows
data parallelism and provides high scalability with an increase in the number of variables in
the Boolean constraint.

Another important direction of application of the method of Boolean constraints to sin-
gular networks is associated with the solution of the following problems: a qualitative study
of the properties of controllability and observability, as well as synthesis of feedback (static or
dynamic, by state or by output), which provides the satisfiability of the required dynamical
property in a closed system.
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Annorarus

C ucnonb3oBanreM MeToa GyJIEBBIX OrpAHUYEHUIT PEIleHbl 3a/Iadl KadeCTBEHHOI0 UCCJIE0Ba-
HUA AUHAMWKH IIOBCACHIA TpaeKTOpI/Iﬁ Ha KOHETHOM WHTEPBAJIC BPEMEHU CHUHTYJIAPHBIX 6yﬂeBbIX
cereii. [losyuensr B Bujie Oy/IeBbIX OrpaHUYEHN MOJIEIN JIOKAJIbHBIX JTUHAMUYECKUX CBOWCTB, CBOM-
CTBa IIePUOAUIHOCTHU TpaeKTOpI/Iﬁ H CBOMCTBA JOCTUZKUMOCTH IIEJIeBOT'O MHOXKECTBa COCTOSTHUIA W3
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MHOKECTBA HaJaJIbHBIX COCTOsiHMiL. B 3aBucHMMOCTH OT CBOWCTB HpOBepKa OyJIeBbIX OrpaHMYeHW
CBOJHTCA K 33/1ade Oy/1eBoil BRIIOJHIMOCTH WM 3a/1a9€e IPOBEPKU HCTHHHOCTH KBaHTHMDUIMPOBAH-
Hoft Bysesoit dpopmynbl. TIpuBesien psi IPUMEPOB, Ha KOTOPBIX POJAEMOHCTPUPOBAHA TEXHOIOTHS
KaIeCTBEHHOTO MCCJIEOBAHNS JUHAMITIECKHX CBONCTB B MUKDPOCEPBHUCHO!N I'eT€POTeHHO BBITHC/IN-
resibHO# cpejie. [Tpukiiajiabie IPOrpaMMHBIE MOJLYJIH JJIsl HOCTPOEHUs! OyJ1eBON MOJEIH JUHAMU e~
CKOTO CBOJCTBA CHHI'YJISIPHO} OysI€BOil ceTn U MPOBEPKHU BBIIIOJHIMOCTH MOJIE/IH PEAJTN30BAHbl B BH-
Jle BBIYUCJIUTENBHBIX MUKpOcepBucos. IIpumenerne takoro nojxoja obecineunBaer He3aBUuCUMOCTb,
BOCIIPOM3BOJINMOCTh, AaBTOHOMHOCTH M MacIITabupyeMocTh Moysieii. Paspaforannbie MUKPOCEPBUCHI
PACIINPUIN PETO3UTOPUil MTAKeTa MPUKJIATHBIX MIKPOCEPBUCOB I KAYeCTBEHHOTO MCCIEI0BAHMUS
JIBOMYHBIX JMHAMUYIECKUX cucreM. [IpaBa Ha 3a1yCK MUKPOCEPBUCOB JIEJIErHPOBAHBI YIIPABJISIOIINM
areHTaM 3TOrO MAaKeTa, yCTAHOBJIEHHBIM B y3J1aX pacipeiesIeHHoil cpeapl. Paspaboranuble cpegcTa
ABTOMATH3AIMK [I03BOJISIIOT CIENUATUCTY [0 aBTOMATHON JuHAMUKe (DOPMYINPOBATH TOCTAHOBKY
33,189 Ha BBIIHCINTENBHON MOJEIN IPEeMETHON 06JIACTH B COAEPKATETBHBIX TEPMHUHAX.

Karouesvie caosa: cunrynsipabie OysieBbl ceTH, KaueCTBEHHBIN aHaau3, OyJeBbl OrpaHUYeHMUs,
CEePBUC-OPHEHTHPOBAHHBII PeIaTesb.

Humuposarue: Onapunr [ A., Bormanosa B.I'., Ilamuaua A.A. Ilpumenenue merosa OysieBbix
OTpaHHUYIeHH [T KadeCTBEHHOIO AHAIN3A JNHAMUTIECKUX CBOWCTB CHHTY/ISIPHBIX OYJIEBBIX CeTeil.
Boruncsmresnbasie rexxosorun. 2023; 28(1):48-60. DOI:10.25743/1CT.2023.28.1.006. (na anrsuiic-

KOM)
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